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Abstract—Recently, the joint optimization of two-way com-
munication links in ultra-dense interference network has been
actively studied due to its important application to massive
device-to-device (D2D) communication systems. Motivated by
this trend, this work tackles the joint optimization of the
interference scheduling, also known as interference spin, and
linear transceivers with the goal of maximizing the minimum
user rate for a two-way K interfering links. In order to tackle the
formulated problem which is challenging due to the inclusion of
binary spin variables, a rank-relaxation based iterative algorithm
is proposed, and some link-level simulation results validate
the advantages of the proposed scheme as compared to more
conventional approaches.

Index Terms—Interference channel, beamforming, interference
scheduling, two-way.

I. INTRODUCTION

While traditional works on wireless cellular communication

systems prescribed the separation of a two-way communica-

tion link into two independent one-way links, some recent

works studied dynamic time division duplexing (TDD) mode

in which the uplink and downlink communication links are

jointly optimized (see, e.g., [1]). Specifically, the works [2]

and [3] tackle the problem of optimizing the interference

scheduling for two-way multi-link interference networks under

the assumption that the traffic load is balanced between the two

transmission directions. Both in [2] and [3], the interference

scheduling policy is referred to as interference spin.

In this work, we discuss the joint optimization of the

interference spin and the linear transceiver filters for a two-way

multiple-input multiple-output (MIMO) K-link interference

network with the goal of maximizing the minimum achievable

rate of the 2K communication links (accounting for the both

directions). The same system model was also considered in

[3] but with a different optimization criterion of minimizing

the sum of interference leakage powers. We mathematically

formulate the optimization problem and propose an efficient

iterative algorithm based on a change of variable and rank-

relaxation. Via link-level simulation results, we confirm the

effectiveness of the proposed joint design compared to more

conventional schemes.

This work was supported in part by the Creative Korea (CK-1) Program,
National Research Foundation (NRF) of Korea.

II. SYSTEM MODEL

We consider a two-way K-link interference network which

was also studied in [3]. Each two-way link k is equipped with

NL,k and NR,k antennas at the left-hand and the right-hand

nodes, respectively, for k ∈ K � {1, . . . ,K}, and operates in

TDD mode. We define the notations L � {L1, . . . , LK} and

R � {R1, . . . , RK} to denote the sets of the left-hand nodes

and right-hand nodes, respectively.

We define a binary spin variable Sk ∈ {−1, 1} that

determines the direction of the communication of the kth link.

The spin Sk = −1 means that the kth link operates in the

directions Lk → Rk and Rk → Lk in the odd and even slots,

respectively. Similarly, the spin Sk = 1 means that the kth

link operates in the directions Rk → Lk and Lk → Rk in the

odd and even slots, respectively.

The signal yRk
∈ C

NRk
×1 received by the node Rk in an

odd slot is given by

yRk
= HRk,Lk

xLk
+

∑
j∈K\{k}

u(Sk, Sj)HRk,Lj
xLj

+
∑

j∈K\{k}
u(Sk,−Sj)HRk,Rj

xRj
+ zRk

, (1)

where xLk
∈ C

NLk
×1 and xRk

∈ C
NRk

×1 are the vectors

transmitted by the nodes Lk and Rk, respectively; HRk,Lj ∈
C

NRk
×NLj and HRk,Rj

∈ C
NRk

×NRj are the channel re-

sponse matrices from the nodes Lj and Rj to the node Rk,

respectively; and zRk
∼ CN (0, I) is the noise signal at the

node Rk. We also define the function u(a, b) = 1− (a−b)2/4
for binary variables a, b ∈ {−1, 1} that returns 1 if a = b
and 0 otherwise. The signal yLk

∈ C
NLk

×1 received by

the node Lk in an even slot is similarly given with the

definition of the channel matrices HLk,Rj
∈ C

NLk
×NRj and

HLk,Lj
∈ C

NLk
×NLj .

The node Lk generates a message MLk
∈ {1, . . . , 2nRLk }

to be communicated to the node Rk, where n is a cod-

ing block length and RLk
is the rate of message MLk

.

The message MLk
is then encoded to produce a codeword

sLk
∈ C

dLk
×1, where dLk

is the number of data streams

with dLk
≤ min(NLk

, NRk
). For simplicity, we assume a

Gaussian encoding such that the signal sLk
is distributed as

sLk
∼ CN (0, I). Also, the message MRk

∈ {1, . . . , 2nRRk }
intended for the node Lk is generated and encoded by the node



Rk to create the encoded signal sRk
∈ C

dRk
×1 distributed as

sRk
∼ CN (0, I) with dRk

≤ min(NRk
, NLk

).
In order to enable inter-link interference management, the

node Lk performs linear precoding as xLk
= FLk

sLk
, where

FLk
∈ C

NLk
×dLk is the precoding matrix. We impose a trans-

mit power constraint as E
[
‖xLk

‖2
]
= tr

(
FLk

F†
Lk

)
≤ PLk

.

The linear precoding process and the power constraint at the

node Rk can be similarly described as xRk
= FRk

sRk
and

tr
(
FRk

F†
Rk

)
≤ PRk

, respectively.

Based on the received signal yRk
, the node Rk performs

linear decoding to obtain an estimate ŝLk
of sLk

as ŝLk
=

G†
Rk

yRk
, where GRk

∈ C
NRk

×dLk is the decoding matrix.

Similarly, the node Lk linearly processes its received signal

yLk
to obtain ŝRk

= G†
Lk

yLk
, with the decoding matrix

GLk
∈ C

NLk
×dRk .

III. PROBLEM DESCRIPTION AND OPTIMIZATION

To express the achievable rates, we define the mean squared

error (MSE) matrix for the signal sLk
as

ELk
(F,G,S) � E

[
(ŝLk

− sLk
) (ŝLk

− sLk
)
†
]

(2)

= Q
(
G†

Rk
HRk,Lk

FLk
− I

)
+Q(G†

Rk
)

+
∑

j∈K\{k}
u(Sk, Sj)Q

(
G†

Rk
HRk,Lj

FLj

)

+
∑

j∈K\{k}
u(Sk,−Sj)Q

(
G†

Rk
HRk,Rj

FRj

)
,

where we have defined the function Q(X) � XX† and the

variables F � {FLk
,FRk

}k∈K, G � {GLk
,GRk

}k∈K and

S � [S1 S2 . . . SK ]T . The MSE matrix ERk
(F,G,S) for

the signal sRk
can be similarly defined.

For given precoders F and spin variables S, the optimal

decoding matrices G∗
Rk

(F,S) and G∗
Lk

(F,S) that minimize

the sums tr(ELk
(F,G,S)) and tr(ERk

(F,G,S)) of MSEs

are given as

G∗
Rk

(F,S)

=

⎛
⎝ Q (HRk,Lk

FLk
) + I+∑

j∈K\{k}

(
u(Sk, Sj)Q

(
HRk,LjFLj

)
+

u(Sk,−Sj)Q
(
HRk,RjFRj

) ) ⎞
⎠

−1

×HRk,Lk
FLk

, (3)

G∗
Lk

(F,S)

=

⎛
⎝ Q (HLk,Rk

FRk
) + I+∑

j∈K\{k}

(
u(Sk, Sj)Q

(
HLk,RjFRj

)
+

u(Sk,−Sj)Q
(
HLk,LjFLj

) ) ⎞
⎠

−1

×HLk,Rk
FRk

. (4)

Then, the maximum achievable rate RLk
of the message

MLk
without interference decoding is known as (see, e.g.,

[4])

RLk
= fLk

(F,S) � I (sLk
;yRk

) = log2 det
(
E−1

Lk
(F,G∗,S)

)
,

(5)

where we defined the notation G∗ �
{G∗

Lk
(F,G),G∗

Rk
(F,G)}k∈K. Similarly, the maximum

achievable rate RRk
of the message MRk

is given as

RRk
= fRk

(F,S) � log2 det
(
E−1

Rk
(F,G∗,S)

)
.

We aim at optimizing the spin variables S and linear pre-

coding matrices {FLk
,FRk

}k∈K with the goal of maximizing

the minimum rate Rmin defined as

Rmin = min
i∈L∪R

Ri, (6)

while satisfying the power and rate constraints. The problem

is stated as

maximize
F,S,Rmin

Rmin (7a)

s.t. Rmin ≤ fi(F,S), i ∈ L ∪R, (7b)

tr
(
FiF

†
i

)
≤ Pi, i ∈ L ∪R, (7c)

Sk ∈ {−1, 1}, k ∈ K, (7d)

where we have defined the variable R � {RLk
, RRk

}k∈K.

It is difficult to solve the problem (7) since it requires an

exhaustive search with respect to the binary spin variables

S ∈ {−1, 1}K . To resolve this problem, as in [5], we adopt a

change of variable S̃ = SS† to model the binary constraints

on the vector S as

rank(S̃) = 1, (8)

S̃ � 0, diag(S̃) = 1. (9)

Then, with the aim of obtaining a tractable problem, we adopt

a rank-relaxation by removing the condition (8) (see, e.g., [5,

Sec. III]) which is non-convex with respect to the variable S̃.

We also note that the functions u(Sk, Sj) and u(Sk,−Sj) can

be expressed with respect to S̃ as

u(Sk, tSj) = ũk,j,t(S̃) � 1− 1

4
(ek − tej)

†S̃(ek − tej),

(10)

for t ∈ {−1, 1}, where we defined the vector ek ∈ C
K×1

as the kth column of an identity matrix of dimension K. We

also define the modified MSE functions ELk
(F,G, S̃) and

ERk
(F,G, S̃) which are obtained by replacing the functions

u(Sk, Sj) and u(Sk,−Sj) with ũk,j,1(S̃) and ũk,j,−1(S̃),
respectively, in the original MSE matrices ELk

(F,G,S) and

ERk
(F,G,S). The optimal decoding matrices G̃∗

Rk
(F, S̃) and

G̃∗
Lk

(F, S̃) with respect to S̃ are similarly defined from (3)

and (4), respectively.

For the rate constraints (7b) which are also non-convex, we

apply the Fenchel Conjugate lemma [6] to obatin equivalent

constraints

Ri ≤ max
Ωi�0

gi

(
F,G∗, S̃,Ωi

)
, i ∈ L ∪R, (11)

with the functions gi(F,G
∗, S̃,Ωi), i ∈ L ∪R, defined as

gi

(
F,G∗, S̃,Ωi

)
=− 1

ln 2
tr
(
ΩiẼi(F,G

∗, S̃)
)

+ log2 det (Ωi)+
1

ln 2
di.



Algorithm 1 Alternating update algorithm for problem (13)

1. Initialize the precoding matrices F(t) such that the power

constraints (13c) are satisfied.

2. Initialize the spin matrix S̃(t) = I and set t← 1.

3. Update the decoding matrices G(t+1) according to (3)

and (4) with u(Sk, Sj) and u(Sk,−Sj) with ũk,j,1(S̃
(t)) and

ũk,j,−1(S̃
(t)), respectively.

4. Update the variables Ω(t+1) according to (12).

5. Update the precoding matrices F(t+1) as a solution of the

convex problem (13) for fixed G = G(t+1), Ω = Ω(t+1) and

S̃ = S̃(t).

6. Update the spin matrix S̃(t+1) as a solution of the convex

problem (13) for fixed G = G(t+1), Ω = Ω(t+1) and F =
F(t+1).

7. Go to Step 8 if a convergence criterion is satisfied. Other-

wise, set t← t+ 1 and go back to Step 3.

8. Get a feasible spin vector S from S̃(t+1) such that ||S̃(t+1)−
SS†||2F is minimized, and update the variables G, Ω and F
by repeating the Steps 2, 3 and 5.

We note that the right-hand sides in (11) are maximized when

the matrices Ωi are given as

Ωi = Ẽi(F,G
∗, S̃)−1. (12)

As a result, we obtain the problem stated as

maximize
F,G,S̃,Ω,Rmin

Rmin (13a)

s.t. Rmin ≤ gi

(
F,G, S̃,Ωi

)
, i ∈ L ∪R, (13b)

tr
(
FiF

†
i

)
≤ Pi, i ∈ L ∪R, (13c)

S̃ � 0, diag(S̃) = 1. (13d)

where we define the variables Ω � {ΩLk
,ΩRk

}k∈K . Note

that we have removed the superscript ∗ in the decoding

matrices G by including them into the optimization variables.

The problem (13) is still non-convex, but solving it with

respect to one of the variables F, G, Ω and S̃ for fixed others

is convex. Based on this observation, we propose an iterative

algorithm which alternately updates the variables F, G, Ω
and S̃ at each iteration to obtain monotonically non-decreasing

objective values with respect to the number of iterations. The

detailed algorithm is described in Algorithm 1.

IV. NUMERICAL RESULTS

Fig. 1 shows link-level simulation results by plotting the

average minimum rate Rmin versus the signal-to-noise ratio

(SNR) P for a two-way interference network with NLk
=

NRk
= 1 and dLk

= dRk
= 1. For simulation, we consider

100m×100m rectangular area in which 2K nodes L ∪R are

randomly located with the condition that each pair (Lk, Rk)

has the distance of 10m. We assume a Rayleigh fading channel

with the path loss model 1/(1+(D/Dref)
3) with the reference

distance Dref = 50m, where D represents the propagation

distance.
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Figure 1. Average minimum rate Rmin versus the SNR P for a two-way
interference network with NLk

= NRk
= 1 and dLk

= dRk
= 1.

For comparison, we show the performance of some con-

ventional schemes: i) Optimized transceiver with random spin
in which the spin variables S are randomly fixed and then

the linear transceiver variables are optimized according to

Algorithm 1 for the fixed spin; ii) Random transceiver with
random spin in which both the spin and linear transceiver vari-

ables are randomly set. It is seen that, as the SNR increases,

the advantage of the proposed joint design compared to the

conventional schemes is more pronounced. Also, it is worth

noting that the achievable minimum rate Rmin is degraded

as the number K of interfering links increases due to the

increased number of constraints in (13b).

V. CONCLUSION

We have studied the joint optimization of the interference

scheduling and linear transceiver matrices with the criterion of

maximizing the worst-link achievable rate while satisfying the

power constraints at all the transmitting nodes. Since it is hard

to tackle the problem due to the discrete binary constraints,

we proposed change of variables and rank-relaxation to derive

an efficient iterative algorithm and confirmed the advantages

of the proposed algorithm via link-level simulation results.

REFERENCES

[1] Shen, Z., Khoryaev, A., Eriksson, E. and Pan, X.: ’Dynamic uplinkdown-
link configuration and interference management in TD-LTE’, IEEE
Commun. Mag., 2012, 50, pp. 51-59.

[2] Popovski, P, Simeone, O., Nielsen, J. J. and Stefanovic, C.: ‘Interference
spins: Scheduling of multiple interfering two-way wireless links’, IEEE
Commun., Letters, 2015, 19, pp. 387-390.

[3] Fouladgar, A. M., Simeone, O., Sahin, O., Popovski, P. and Shamai, S.:
’Joint interference alignment and bi-directional scheduling for MIMO
two-way multi-link networks,’ in Proc. of IEEE Intern. Conf. Comm.
2015, London, UK, Jun. 2015.

[4] Gamal, A. E. and Kim, Y.-H.: Network information theory, Cambridge
University Press, 2011.

[5] Bulu, G., Ahmad, T., Gohary, R. H., Toker, C. and Yanikomeroglu, H.:
’Antenna port selection in a coordinated cloud radio access network,’ to
appear in IEEE Commun. Letters, 2017.

[6] Borwein, J. and Lewis, A.: Convex analysis and nonlinear optimization:
Theory and examples, Springer Verlag, 2006.


	Cover of ISITC
	id.3. Section3
	ID.3.

